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Abstract: This paper describes in depth the data collection and exploitation stages in 

constructing the undergraduate learner translator corpus (ULTC), a 75 million-word 

sentence-aligned bidirectional parallel corpus of Arabic, English, and French, with Arabic 

as its central language. We focus on the methodological challenges, and describe the 

compilation process and problems encountered in the first phase of the project. Our aim is 

to inform future compilers of similar projects that integrate learner corpus research (LCR) 

and corpus-based translation studies (CBTS). In the first part, we present design 

considerations, data collection criteria, and the exploitation of the corpus, and in the second 

part, we evaluate the systems we used and possible improvements. 
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1. Introduction 

Few learner translator corpora are available. Therefore, a large-scale member of 

this corpus family is needed, especially one that is focused on widely used but 

resource-poor language like Arabic. The undergraduate learner translator corpus 

(ULTC) is a 75 million-word sentence-aligned parallel corpus of English, Arabic, 

and French, with Arabic being the central language in the corpus resource. It is the 

first publicly accessible composite corpus of its kind comprising parallel textual 

and multimodal translations produced by learners of translation from English or 

French into Arabic. The ULTC is a combined resource, of which most are learner 

translator corpora, and some are reference corpora. As of May 2018, the ULTC has 

been accessible for users via https://arabicparallelultc.com/ 

The main objective of this paper is to reflect critically on the design of the 

ULTC, and the methodological challenges, solutions, and implications of the 

methodological choices during the first stages that were carried out from 2014 to 

2018. Moreover, this paper aims to inspire and raise awareness among future, large 

parallel corpora compliers in learner corpus research (LCR) and corpus-based 

translation studies (CBTS). This paper also accounts for the theoretical and 

methodological integration between LCR and CBTS. According to Mikhailov and 

Cooper, the ULTC “does not take methodological issues for granted, but gives 

practical advice on how to approach different research problems” (2016). 

Alfuraih (2020) also mentioned that the ULTC aims to create a representative 

authentic and reliable resource that supports contrastive and translation studies 

research from English and French into Arabic and serves to aid comparisons 

between texts translated from these two language pairs. The ULTC also attempts to 
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inform translation pedagogy and theories of translation and second language 

acquisition. It aims to improve translation pedagogical practices such as 

highlighting what should be presented earlier to a learner to become proficient at 

translating. Moreover, the ULTC can improve the quality of translation in terms of 

fluency, idiomatic expressions, and correct term usage in different genres. 

The ULTC exemplifies Hareide’s (2019) comparable parallel corpora by 

combining many subcorpora from different language pairs, such as English-Arabic 

and French-Arabic. The ULTC subcorpora (e.g., English-Arabic learner translator 

corpus, French-Arabic learner translator corpus, multimodal learner translator 

corpus, and the multitarget learner translator corpus, inter alia) are also in response 

to recent calls to adopt the triangulation approach in corpus design and analysis 

(e.g., Alves 2005; Baker and Egbert 2016; Taylor and Marchi 2018; Malamatidou 

2018). The purpose is to enhance the “the completeness (‘non-partiality’)” 

representativeness that is evident in the complementarity between CBTS and LCR 

(i.e., parallel and learner corpora). This allows for the replication of research 

analysis and findings from second language acquisition research (SLA), CBTS, and 

LCR to the emerging field of learner translator corpus research (LTCR). 
The first sections of this paper present ULTC design considerations, data 

collection criteria, and the exploitation of the corpus, while the latter sections 

evaluate the systems used for this corpus and suggest possible improvements. The 

rest of the paper is structured as follows: Section 2 presents an overview of learner 

translator corpora; Section 3 discuses design considerations based on a survey of 

the literature; Section 4 presents the planning phase, data collection criteria, and 

statistics. The concluding sections evaluate the corpus and such challenges as the 

lack of standardized corpus metadata, ethical issues in the context of the learner 

translator corpora, the choice of manual alignment or automatic alignment, and 

word counts and other statistical data in the case of multiple targets of the same 

source texts by the same learner. 

 

2. Overview of learner translator corpora 

Past decades have seen a great development in LCR (Granger 1993, 1994, 1996) 

and CBTS (Baker 1993, 1995, 1996). A learner corpus is a “collection of texts – 

written texts or transcribed spoken language – produced by language learners, and 

sampled so as to be representative of one or more combinations of situational and 

learner factors” (Borin and Prütz 2004: 69). The international corpus of learner 

English (ICLE) (Granger 1993, 1994) and the Cambridge learner corpus (CLC) 

(Nicholls 2003) are examples of early initiatives of LCR. The compilers of these 

projects highlighted the need to standardize the metadata that comes with learner 

corpora, including age, gender, L1, L2, proficiency level, etc. Granger (2004: 126) 

stated that “there are so many variables that influence learner output that one cannot 

realistically expect ready-made learner corpora to contain all the variables for which 

one may want to control.” 

Learner translator corpora (LTC) emerged at the intersection between LCR 

and CBTS as an offshoot of corpus linguistics (CL). 
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Corpus linguistics is an approach to the study of language that involves 

collecting large quantities of naturally occurring language and using 

specialised software that manipulates that language to obtain information 

about frequencies, co-occurrences and meanings. The language may be 

spoken, written or signed, in one language variety or more, and one register 

or more. It consists of language which has occurred in natural contexts, not 

as the result of elicitation or introspection. The components of the corpus 

are texts (whole or partial) and thus consist of pieces of connected 

discourse. The quantity may range from a few hundred thousand words to 

billions, though the corpus usually contains more texts than could 

reasonably be read and remembered by an individual (Hunston 2022: 1). 

The main interest of CL is on native data, and LCR, CBTS, and LTCR 

shifted the focus toward nonnative data. Learner translator corpora (LTC) contain 

authentic parallel data produced by second or foreign language learners or 

translation students. The student translation archive (STA) and student translation 

tracking system was an early LTC (Bowker and Peter 2003). This was followed by 

projects like the multiple Italian student translation corpus (MISTiC; Castagnoli 

2009), the multilingual MeLLANGE learner translator corpus (Kübler 2008; 

Castagnoli, Ciobanu, Kübler, Kunz and Volanschi 2011), the Norwegian-English 

student translation corpus (NEST; Graedler 2013), the Universitat Pompeu Fabra 

learner translation corpus (LTC-UPF; Espunya 2014), the Russian learner translator 

corpus (RusLTC; Kutuzov and Kunilovskaya 2014), and the Czech-English learner 

translation corpus (CELTraC; Fictumova, Obrusnik, and Stepankova 2017). None 

of these projects, however, included Arabic data produced by foreign language 

learners or translation students. Thus, the ULTC is the first corpus that attempts to 

represent systematically authentic parallel Arabic learners’ data produced by 

English and French foreign language learners and students of translation. 

 

3. ULTC design considerations 

The ULTC project began by reviewing many publicly available corpora to look at 

some practical issues and identify the best practices in translation and learner 

corpora. The main issues that were investigated were small versus large corpora, 

monolingual versus parallel corpora, product versus process corpora, native speaker 

versus learner or non-native corpora, and a sample corpus versus a whole-texts 

corpus. 

In the debate over the sufficient size of a corpus resource (e.g., Hunston 2002; 

Granger, Gilquin and Meunier 2015; Timmis 2015), no clear conclusion was made. 

According to Fiona Farr and Anne O’Keeffe “for spoken corpora anything over one 

million words is considered to be moving into the ‘larger’ range, for written 

anything below five million is quite small” (2003). With regards to multimodal 

corpora that contain subtitled videos aligned with their parallel transcripts, no 

statement has been made about the representative size of the reviewed literature, 

especially considering the limitations of online and offline storage systems. 
Word count and other statistical data for multiple targets of the same source 

texts by the same learner is another consideration for corpus compilation and 
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statistical tool designs. How should words be counted in a multitarget parallel 

corpus? Do we count the same source text many times for each phase of the 

translation process? To the best of our knowledge, such questions have not been 

addressed since most of the available parallel corpora focus only on the product. 

Moreover, methodological issues are rarely discussed in detail. 

With regards to genre, the labelling of text types has also been discussed. The 

concept of genre is difficult to define and the categories of genre are inconsistent 

and fluid in the literature. Distinguishing between concepts like genre, subgenre, 

domain, medium, and mode (Paltridge 2012) are problematic. The compilers of this 

ULTC decided to use genre and subgenre for the classifying of texts. Another 

important decision is on the number of texts to be included from each genre in a 

balanced corpus with different categories that still reflects the reality of PNU 

courses and tasks. 

Using samples or whole-text corpora is another important consideration for 

translation corpora. As stated by Mikhailov and Cooper, “compiling a samples 

corpus involves more manual work than compiling whole-texts corpus. Because 

they are shorter, and there are more of them” (2016). In any case, the tasks of a 

naturalistic learner in the ULTC would determine the type of texts to be used. 

The implementation of process versus product data is a key feature in the 

design of the ULTC project (see Section 4.2). In the literature, three approaches are 

used for monolingual corpus data. Two online approaches are: a) think-aloud 

protocols (TAPs) where translators are asked to reveal their mental processes in 

real-time while carrying out a translation task (Bernardini 1999: 181), which has 

been criticized for being a subjective approach, and b) a translog system (Jakobsen 

1999), which has been promoted for being an objective documentation of the user’s 

behavior. Translog is a software program that uses special characters in a linear 

representation of the keystrokes and pauses to indicate the translator’s behavior 

while carrying out a translation task. The third approach, which is offline, involves 

analyzing multiple draft versions (Utka 2004). 

Broadly speaking, the process-oriented approach is concerned with cognitive 

behavior that occurs in the mind of a translator or interpreter. The product-oriented 

approach, in contrast, focuses on the output product of a translated item. Basically, 

the ULTC functions as a raw data resource for researchers to serve their research 

objectives. Representing the compiled data as a pre-edited target text and post-

edited target text enables researchers to use various methodologies in their 

translation studies, involving product-oriented, process-oriented, participant-

oriented, or context-oriented research, for example (Saldanha and O’Brien 2013). 

The process- and product-oriented data can be explored with different parameters 

for descriptive and/or evaluative purposes, as driven-based and/or corpus-based 

samples, for comparable and/or parallel analyses, for quantitative versus qualitative 

sampling, as whole-texts or limited texts, or for longitudinal versus cross-sectional 

studies. The ULTC provides external criteria for users to be incorporated in their 

analyses along with the internal criteria (i.e., the texts). This design of the ULTC, 

that combines the process- and product-oriented methods can address the recent call 

of scholars to include a triangulation of methods when carrying out research 
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(Saldanha and O’Brien 2013). The design empowers researchers to use different 

perspectives, with the ultimate objective of finding innovative, precise, and reliable 

results. 

Parallel corpus reusability is one of the main interests of the project, served 

by the design that promotes reusability of the data in the corpus. The product of the 

main parallel corpus can be compared to another parallel corpus, which thus allows 

triangulation, replication, and representativeness. Hareide’s “comparable parallel 

corpora” are taken into account with the design of the ULTC project, which is 

inspired by the reusability of the Norwegian-Spanish parallel corpus and 

comparable to P-ACTRES 2.0 (González and Izquierdo 2019). 

The design of a resource must address a conglomerate of corpora in response 

to recent calls to adopt the triangulation approach (e.g., Alves 2005; Baker and 

Egbert 2016; Malamatidou 2018; Taylor and Marchi 2018) to enhance the 

completeness (non-partiality) and representativeness and to allow for replication of 

the research analyses. According to Sylvia Jaworska and Karen Kinloch: 

Triangulation is not a new territory in corpus linguistics; some researchers 

have adopted forms of triangulation, specifically investigator triangulation 

(Marchi and Taylor 2009) and method triangulation (Baker and Egbert 

2016) demonstrating their benefits as well as limitations for CADS 

research. Yet, little attention has been paid to multiple data sets and data 

triangulation (2018). 

Likewise, the choice of manual or automatic alignment, alignment software, 

amount of manual checking, cleaning files from noise, and storing the multitarget 

and multimodal data must be considered for such a resource. The definition of noisy 

text, however, is unclear in the literature on learner corpora, and parallel multitarget 

and multimodal corpora. 

Finally, ethical issues are crucial in learner corpora, though little has been 

discussed on such topics in the literature. The researcher will obtain consent from 

the learners and from the institution to use their task data, but the learners’ identities 

will be anonymized. The source text copyrights, however, are not manageable with 

the massive number of sample texts that are translated and the tasks since most 

source books are not fully translated. 

Data leakage in learner translator corpora is a sensitive issue for 

consideration. The exfiltration of such naturalistic data collected in a 

methodological framework (i.e., source, draft, final) is an inevitable possibility, and 

the large naturalistic project with its massive number of texts, learners, and 

instructors may not be able to prevent the leaking of data. The researcher should 

decide what must be done in case of any leaked data. Although learners’ naturalistic 

tasks can be used in any research, the learners’ data stemming from the drafting 

pattern: (i.e., source, draft, and final) have not been documented in any course 

before the ULTC compilers determined the data collection criteria. Cory Doctorow 

(2016) ironically stated that “the best way to secure data is never to collect it in the 

first place. Data that is collected is likely to leak." 
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4. ULTC design and data collection criteria 

In the ULTC project, the data collection criteria were developed from a review of 

many translator learner corpora that identify best practices and consider the main 

objective of launching the corpus. The overall aim is to enrich the research in 

learner translation corpus studies from a number of approaches, described in the 

following sub-sections. 

 

4.1 ULTC planning background 

The current version of the ULTC was captured in November and December 2014. 

Due to the scarcity of translated materials serving academic research, especially in 

the Arabic language, that may be easily accessed by researchers and is feasible and 

rich in content, the idea arose to build a corpus housing graduation projects by 

undergraduates majoring in translation. The project targets copies of previous 

assignments and projects produced by undergraduates in the translation program. 

In 2014, a pilot project began collecting graduation projects by students majoring 

in translation at Princess Nourah bint Abdulrahman University (PNU), a large, 

public women's university located in Riyadh, the capital of Saudi Arabia. 

Unfortunately, graduation projects were only documented as hardcopies in the 

college library, and thus, we began collecting softcopies of the graduation projects 

each semester. 

 
4.2 Data collection criteria and course overview 

The ULTC corpus focuses on the content of graduation projects (i.e., source texts 

(STs) and target texts (TTs)) that can easily be compiled based on the last version 

of the students’ projects, as long as the corpus is a leaner one. After all, it is 

important to trace how students produced their final work. The compilers suggested 

adopting the product- and process-oriented approaches as the design framework for 

the project. Hence, participants were asked to save their drafts. The English-Arabic 

and French-Arabic graduation projects that were submitted to the ULTC were based 

on the following corpus methodology: a) for the source text, the sample text was 

usually a book excerpt; b) for the pre-edited text (or draft), the first immediate draft 

produced by a learner of translation was used; and c) for the final version, the 

revised and final version of the draft was used after corrective feedback was given 

by the instructor. 

The first stage of data collection occurred from 2015 to 2018, where 

graduation projects from eight successive academic semesters were collected. The 

graduation project course focuses on translator-to-be translational skills with the 

aim to enable students to practically translate based on what they learnt in previous 

semesters. 

With the advice of supervisors, students selected the material to be translated, 

and the module and direction of translation. Two modules were available for 

students, namely: written translation and audiovisual translation. The average word 

count of a source text (ST) was 5,000 words, which each student translated during 

one semester under the guidance of the course supervisor. Students submitted their 

translations each week to their supervisors who gave corrective feedback on their 
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work. The students then edited their translations before finally submitting their 

projects by the end of the semester. After final project submission, the students were 

evaluated by their supervisors. Since PNU is a women’s university, all participants 

were female learners, though some of the supervisors are male. 

Data was collected at the end of each academic semester, and the course 

supervisors submitted their students’ files via the corpus e-mail. The compilers 

checked the e-mail submissions and then stored the files according to the corpus 

design criteria. The files were classified according to the academic calendar. The 

preprocessing stage involved keeping the data (the ST, pre-edited texts, and post-

edited texts), removing any unnecessary data, and resolving unexpected or technical 

problems that arose. Based on the preprocessing analysis, the data was checked for 

how it accounted for the corpus. While checking the individual project files, 

metadata was created for each student’s project. The metadata included the book 

title, genre, domain, word count, name of student, name of professor, and any 

remarks about the document satisfying the collection criteria. 

After the projects were compiled for a semester, they were re-examined to 

preprocess data for alignment. Only the texts were saved, and the supervisors’ 

comments, headers, names, assignment numbers, highlighted words (or phrases), 

glossaries, dedication and acknowledgements, cover page, table of contents, 

images, and any extra text boxes were removed manually by the corpus compilers. 

 

5. ULTC exploitation 

The French-Arabic graduation projects were uploaded in the French-Arabic learner 

translator corpus as a sub-corpus due to the significant differences of the English-

Arabic projects from the main English-Arabic learner translator corpus. We 

included information that was related to the task, learner, and instructor as it may 

have some use as part of the metadata for the collected texts, in regards to the gender 

of the learner and the instructor, text genre, year of publication and translation, the 

learner’s native language, level, and grade, which are connected to the learner 

parents’ level of education and mother tongue. Other bits of information that may 

have been used in the metadata included the learners’ scores in a standardized test 

and their length of exposure to English- or French-speaking communities. The 

students were also asked to submit a learner profile with their submission of the 

three documents mentioned above. 

After reviewing some of the projects, we decided to add a translator’s preface. 

Students were instructed to write the translator’s introduction (i.e., preface) in the 

TL, which was a reflective essay directed to readers that summarized the learner’s 

experience. It allowed students to gain an understanding of the practices in real-life 

working conditions. The length of the introduction was about 200-300 words, and 

it typically covered the chosen translation approaches, strategies, and technical and 

translation challenges that the learner needed to overcome. Students summarized 

their experience of translating, the kinds of problems (e.g., translation techniques, 

cultural gaps, degree of formality, etc.) they resolved, the knowledge they gained 

from the course, and any other points that wanted to mention (like introducing a 
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new term or their reason for using one method over another). Because of their 

potential value for future research, the prefaces were uploaded in a subcorpus. 

Most of the pre-edited texts included the comments of supervisors, though 

the corpus compilers decided to remove them at this stage for a number of reasons. 

The comments were unsystematic, unclear, idiosyncratic, or merely highlighted 

phrases that would not likely contribute to the objectives of the project. The removal 

of the comments could also lead to other potential research endeavors that would 

be untainted by the supervisors’ comments. In any case, the comments were saved 

in the raw corpus for possible future consideration. 

The corpus is not concerned with course requirements such as project 

formatting. Therefore, the cover page, dedication, acknowledgement, glossaries, 

table of contents, photos, graphs, student name, assignment number, and the 

formatting for headers, footers, page numbers, and page border are removed. Most 

pre-edited texts include the SL and the draft translation and are displayed in tables 

or paragraphs to make the reviewing process easier for the supervisor. SL parts are 

also removed in the pre-edited texts to avoid ST duplication. In some projects, drafts 

were submitted in separate files, and after being examined, they were reorganized 

by compiling them into one folder for each project. 

The ULTC projects are generally sample texts. Some of the projects are 

whole texts translated by different learners, however, they are uploaded in the 

corpus resource as sample texts that can be retrieved as whole texts by searching 

for the title of the text. They are presented diachronically in the corpus, and reflect 

the temporal sequence of graduation projects based on the academic semesters. 

 

5.1 ULTC multimodal corpus 

By the second semester of the academic year 2018, the translation department 

dedicated most of the graduation project sections for the translation of videos. Still, 

many sections were dedicated to book translations. Audiovisual graduation projects 

were considered under the ULTC multimodal corpus, which was comprised of 

almost 341 video projects in this phase. The number of word tokens for each source 

script was 2000 to 2500. Because most of the projects were documentaries, the 

scientific genre prevailed. Other genres included health, medicine, geography, 

history, linguistics, technology, psychology, and biography. Written transcriptions 

of the videos are available in the ST and TT files using the same collection criteria 

(i.e., source, pre-edited or draft, final or post-edited transcriptions). All videos were 

subtitled in the Arabic language. For long videos, a group of students performed 

the translation, where the source script word count was about 2,500 words per 

student. 

We can infer that using a “multimodal” as a subcorpus shows promise 

regardless of the representative size. A subcorpus could serve as the raw content for 

researchers to describe, understand, analyze, and/or evaluate student practices in 

audiovisual translation. The results from future research studies would be expected 

to contribute by consolidating many of the issues being addressed in this field, and 

help clarify methods, methodologies, and pedagogies, etc. The benefits from new 
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research could be extended to compare, for example, audiovisual versus written 

translations. 

 

5.2 ULTC multi-target corpus 

Learner tasks and assignments from other translation courses were implemented in 

the academic year 2018 as a new family member in the ULTC project (the multi-

target corpus) to consider different proficiency levels of the translation learners. 

This subcorpus began by housing assignments and tasks from the Specialized 

Translation En-Ar I course, taught to undergraduates in Level three. It is the first 

course for practicing translation from English into Arabic, and the students use the 

same texts from three fields: science and technology, medicine, and literature. The 

total number of assignments was 13, with 5 from science, 4 from medicine, and 3 

from literature. For each assignment, from 200 to 300 multiple translations of the 

same task were submitted to the corpus. The length of the source text for each 

assignment was from 250 to 450 words. 

 

6. ULTC statistics 

The total number of projects in 2015, semester II was 235, of which 181 were 

submitted to the corpus. In 2016, semester I, the total number of projects was 51, 

of which 40 were submitted. In 2016, semester II, 221 of 224 projects were 

submitted. In 2017, semester I, 32 of 44 projects were uploaded to the corpus; and 

in semester II, all of the 144 projects were submitted to the corpus. In 2018, 

semester I, the total number of projects was 119, of which 117 were submitted to 

the corpus. In semester II, 458 of 544 projects were submitted to the corpus. The 

current size of the corpus is almost 75 million word tokens (Table 1). 

 

Table 1. ULTC statistics 

 
 

Most of the projects submitted to the corpus meet the corpus design criteria, 

and only a few of the submitted projects were incomplete or excluded. Most of the 

problems encountered are technical, such as unreadable files, scanned drafts or STs, 

or files that cannot not be accessed or are empty. The most problematic semester, 

in terms to identifying and correcting the issues, occurred in semester I in 2015. 
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Four scanned STs were submitted and one ST file could not be opened. In addition, 

20 drafts were missing and 5 projects had incomplete drafts, and 12 TTs were 

unreadable due to file conversion errors. In semester II of the same year, clear 

instructions and a better awareness reduced the number of technical problems to 

just one missing draft and one missing TT. In the subsequent semesters, while 

technical problems still arose, the issues tended to be minor and controllable. 

Figure 1 shows the approximate word counts of the STs, drafts, and TTs. For 

instance, in 2015 the ST word count was 952,203, the draft word count was 

698,879, and the TT word count was 700,415. In 2016 the ST word count was 

188,847, the draft word count was 158,241, and the TT word count was 188,847. 

In 2016, semester II, the ST word count was 1,130,324, the draft word count was 

1,364,670, and the TT word count was 1,008,596. Usually, the second semester has 

a higher number of students, because of the academic calendar. 

 

 
Figure 1. Word counts of projects submitted to the ULTC. 

 

With regards to the genres in the corpus (Figure 2), the ULTC contains a 

variety, including: education, medicine and health, translation, science, self-help, 

management, communication skills, culture, religion, sport, politics, psychology, 

sociology, linguistics, and literature. For instance, in 2015, the projects were 

classified as self-help books (87), medicine and health (36), education (24), 

management (20), communication skills (8), culture (4), religion (1), sport (1), 

translation (1), science (1), psychology (1), and sociology (1). In semester I of 2016, 

the projects were classified as education (20), medicine and health (15), translation 

(1), and self-help (1). Nevertheless, in semester II of the same year, the projects 

were classified as health (67), education (55), medicine (20), management (17), 
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literature (10), linguistics (10), social studies (6), and translation (1). In 2017 and 

2018, the projects were classified as health, education, translation, linguistics, 

psychology, and literature. 

 

 
Figure 2. ULTC genres (2015-2018). 

 

7. ULTC multiple alignment 

For the English-Arabic learner translator corpus, French-Arabic learner translator 

corpus, and the multimodal learner translator corpus, multiple alignment involves 

the following steps: 1) source and pre-edited data submitted to the corpus are 

aligned automatically using +Align and Trados alignment tools; 2) source and final 

or post-edited data submitted to the corpus are aligned automatically using +Align 

and Trados alignment tools; 3) the three versions are manually aligned in an MS-

Excel file for each project; 4) projects are checked and re-aligned after spotting 

errors, mis-aligned segments, and empty links; 5) files are converted to the XML 

format and then uploaded to the ULTC website. 

The multi-target learner translator corpus data is only aligned manually as 

it contains multiple targets of the same source text that cannot be handled 

automatically. After conversion to the XML format, it is uploaded to the corpus 

website as a subcorpus. Project metadata and annotations can be added manually to 

the MS-Excel file (as a template) before it is uploaded to the corpus admin website 

https://arabicparallelultc.com. The corpus is available in the XML format through 

the user-friendly web interface, which has a concordancer that supports bilingual 

search queries and several filtering options (Figure 3). 

 

ULTC Genres (2015-2018)

Education Medicine Health Translation

Science Self-help Management Communication skills

Culture Religion Sport Politics

Psychology sociology Literature Linguistics

https://arabicparallelultc.com/
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Figure 3. ULTC advanced search. 

 

8. ULTC evaluation 

This section evaluates the ULTC corpus and highlights its potential benefits and 

limitations. The ULTC is a promising resource for teaching and research, as it 

provides interesting data with standardized metadata and comprehensive 

information about the translation learner, the task, the instructor, and the course. 

One of the main benefits of the resource is the synergies that exist between multiple 

corpora with different language pairs (i.e., English-Arabic and French-Arabic), 

different modules (i.e., written and multimodal), and multitargets of a source text 

translated by a single learner (i.e., draft and final versions of a graduation project), 

and multitargets of the same source text translated by different learners (i.e., 

multitarget translation of assignments and tasks at other proficiency levels). Hence, 

the ULTC has comparable parallel corpora that allow users to triangulate their 

teaching and research. 

The ULTC project is continually expanding. The issue of representativeness 

is one of the main concerns of the project, and the ULTC can be seen as a 

representative corpus in terms of its size in its early stage (>70 million tokens). 

Nevertheless, the collection of naturalistic data from PNU undergraduate courses 

presents some limitations. First, some genres (i.e., self-help, science, medicine, and 

management) dominate, because of the nature of the courses. Researchers will need 

to make a tough decision about whether to eliminate some projects, so as to end up 

with a balanced corpus or keep projects from the dominant genre for their potential 

teaching and research benefits. Second, the ULTC is limited in terms of 

representing male learners of translation since PNU is a female university. 

Translations produced by male learners of translation from other universities will 

be considered as the project expands in the future. In any case, the nature of projects 

and tasks tends to vary across different institutions, which may lead to different data 

collection criteria and texts types. 
One of the challenges encountered when constructing the resource was to 

consider how to count the words and tokens in the multitarget parallel resource. To 

the best of our knowledge, this issue has not been discussed in prior research dealing 

with the methodological framework that was used in this project. The question 

remains: should we count the tokens of a source text translated by different learners 
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for each submission of the same text? If yes, this would lead to the duplication of 

source segments when they are submitted to the corpus website. The system used 

at the ULTC website was designed to consider the wordcounts of source text, and 

not the target segment wordcount. A decision has been made to update the system 

and add the ability to count target tokens, however, the task is not an easy one since 

the project compliers had to remove all files from the website and upload them 

again to be counted. 

The ULTC templates have been set up to be compatible with the system used 

at the corpus website. This creates a sensitive issue that then restricts the flexibility 

in considering future adjustments to the corpus metadata or design as the resource 

expands in the future. Moreover, sustainability and future maintenance challenges 

are inevitable, when dealing with a self-funded project that contains a large amount 

of data from different modules (i.e., text, video, and audio files) that require a large, 

high-cost server. 

As a learner corpus resource, the corpus will be fully annotated and error-

tagged in the near future. Researchers will be able to add their tags online at the 

ULTC interactive interface designed for error-tagging and annotations from the 

admin website. As most researchers do not have access to the admin website, they 

will need to add tags to the files offline for later uploading to the corpus once the 

system is completed. Nevertheless, full text access cannot be provided since source 

text copyrights will create some ethical concerns during the error-tagging phase. 

Limitations are also present in this promising research area, with regards to 

the alignment and part-of-speech tagging tools. The question remains: should 

existing alignment tools be used and then any misalignments be fixed manually, or 

should the files be aligned manually from the start? Another concern is in regards 

to the part-of-speech tagging for different language pairs as they require different 

tools for each language. The noise part-of-speech tags could add further errors, and 

the use of positive tags in the context of learner data is another important challenge. 

Empty links, crossing lines, and the correspondence case are common issues 

for a learner resource to represent the desired case. Such issues are challenging as 

they can be confused with any misalignments or noisy texts. According to Čulo, 

Hansen-Schirra, Maksymski and Neumann: 

Units in the target text may not have matches in the source text and vice 

versa; thus, no connection can be drawn and we speak of empty links. Units 

which do have a counterpart with which they are aligned may be embedded 

in higher units which are not aligned, resulting in crossing lines. This is, for 

instance, the case when a word is embedded in a chunk with the subject 

function in one language, and its counterpart in a chunk with the object 

function (2017). 

Dataset creation projects can be difficult and laborious and can require even 

more scientific rigor than standard research projects. Most of the problems with the 

ULTC are technical, such as the main problem with STs that make the scanned texts 

difficult to align. Noisy file problems also occur when files are converted from PDF 

to Word documents (Figure 4). Missing or incomplete drafts is a common problem 

with pre-edited texts. As for the TTs, some errors can be missed, and some files 
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may have a loss in accuracy with regards to data formatting, including indentation, 

paragraphing, spacing, or use of Italics or bold type. Another challenging problem 

can arise when dealing with footnotes, which are important since they often reflect 

the translator’s decisions. Although not common, a problem can occur when 

marking or distinguishing footnotes from the main text when a file is converted to 

XML. 

 

 
Figure 4. Noisy raw files. 

 

9. Conclusion 

The ULTC is a parallel corpus that is housed within a collection of undergraduate 

tasks and projects in the translation department at PNU. The main aim of the project 

is to make data accessible for teaching and research. This paper critically reflected 

and evaluated the project’s potentials and limitations, while considering the design 

criteria and compilation process of data gathering. The first phase of the project has 

targeted graduation projects from 2015 to 2018 and a collection of assignments 

from a written translation course in 2018. The raw data has been processed to be 

aligned and become available to ULTC users. The estimated word count of the 

corpus is about 75 million word tokens. 

We tried to cast light on the unique aspects of the resource that may serve 

potential users with regards to the detailed metadata, languages represented, tasks 

covered, and the large population of learners that were involved. Multiple corpora 

can allow for multidimensional studies such as examining the change of frequencies 

in types between a source and the targets. We hope that new studies will address 

translation issues that have not been previously examined, and that future studies 

will further examine topics like word sense disambiguation, terminology extraction, 

descriptive translations, comparative stylistics, contrastive discourse analyses, 

lexicography, the translation process, collocation, colligation, translation 

assessment and evaluation, error analysis, cross-cultural pragmatics, statistical and 

psycholinguistic modelling of the translation process, transfer, translators’ L1 or 
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source language interference, comparisons of the frequency of a node word against 

the target, and comparisons between learner and professional corpora. 
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